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Abstract—Cloud computing is an emerging technology in the
market to manage the data center’s infrastructure efficiently.
It provides not only more flexibility, but also increases re-
source utilization. However, virtualization overhead reduces the
performance of the job execution. Moreover, virtual machine’s
specification also affects on job execution. In the scientific world,
the experiment’s execution time is considerably high. Therefore,
it is very important to understand the performance penalties
involved in adoption of cloud computing technology for the
scientific workflow. In this research, we have tested the scientific
workflow on multiple virtual machines and containers with
different configuration. We also captured the performance of
each virtual machine and container by considering execution time
and energy consumption. Our results show that high configured
virtual machine gives faster results. Moreover, it also shows that
virtualization technology increases energy consumption consid-
erably. About comparison between OpenStack virtual machine
and Docker container, Docker container gives faster results for
CPU and memory intensive jobs. With these results, scientific
community will understand the impact of adoption of cloud
computing technology on scientific workflow.

Index Terms—OpenStack, Docker, Scientific Workflow, Execu-
tion, Energy

I. INTRODUCTION

Cloud computing technology provides infrastructure, plat-
form and software as a service [1]. This technology enables
to get resources dynamically with the pay-as-you-go model.
Cloud computing offers more flexibility and increases resource
utilization. Moreover, high energy consumption problem of
data center attracts the researcher to develop new techniques to
reduce the energy consumption [2]. Cloud computing promises
high utilization of resources by running multiple virtual ma-
chines or containers on a single physical machine. This feature
enables to reduce the energy consumption of a data center.

Virtualization is a backbone of cloud computing technol-
ogy. Virtualization technology simulates hardware to support
new virtual machine. There are many software and hardware
techniques for x86 virtualization [3]. However, virtualization
comes with the performance overhead. It is also difficult to
decide which configuration of virtual machine or container is
suitable for the specific job. To adopt cloud computing for sci-
entific workflow, it is required to understand the performance
penalties involved in it.

Scientific experiment consists of different types of jobs.
These jobs can be categorized into CPU, memory and I/O

intensive jobs. Currently, grid computing technology is used
to execute these jobs directly on the physical machine. In
order to adopt the cloud computing technology, we have to
understand the execution time and energy consumption of the
scientific workflow. Our motivation behind this research is to
analyze the performance penalties involved in the adoption of
cloud computing for scientific workflow and to decide best
virtual machine’s or container’s specification for the scientific
workflow.

In this research, we have not only created the OpenStack and
Docker cloud infrastructure, but also tested scientific jobs with
the help of HTCondor framework. We have tested these jobs
on different configuration of virtual machines. While executing
scientific workflow, we also monitored the energy consumption
of the physical host. Result shows that high configured virtual
machine gives better performance than low configured virtual
machine. However, it also shows that virtualization technology
increases the energy consumption of the physical host.

The remaining paper is organized as follows. Section II
gives motivation for this research. Section III discusses related
work. Background knowledge is described in Section IV.
Implementation and result analysis are covered in Section V.
Finally, Section VI concludes the paper.

II. MOTIVATION

Global Science Data hub Center (GSDC) [4] of Korea
Institute of Science and Technology Information (KISTI) is
supporting high energy physics (HEP) projects like Com-
pact Muon Solenoid (CMS) [5] and Laser Interferometer
Gravitational-Wave Observatory (LIGO) [6] by proving com-
putational resources. GSDC also faces the problem of low
utilization of resources. We have statically allocated resources
to these projects. One of the projects utilizes the resources
around 85% throughout the year. However, utilization of other
project is lower than 20%. Due to static allocation of resource,
we can not use these resources for another project even though
they are idle most of time. Therefore, dynamic allocation
of resources will help to increase the resource utilization.
Cloud computing technology has capability to provision the
resources dynamically. Therefore, we are trying to adopt cloud
computing technology for our data center. The motivation
behind this paper is to understand the performance penalties
involved in transforming from grid to cloud computing.
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III. RELATED WORK

This section gives overview of existing work. Omesh Tickoo
et al. showed the performance penalties involved in virtualiza-
tion with the help of standard benchmarks like Sysbench and
SPECjbb [7]. The author also stated the mathematical model
for the virtual machine performance.

Morabito Roberto et al. [8] have tested some of the bench-
marks to compare between virtual machine and container.
The author has mentioned that container performs better than
virtual machine. Adufu Theodora et al. [9] also tested the
performance difference between OpenStack virtual machine
and Docker container with autodock3 benchmark. The author
concluded the paper mentioning that container is more efficient
than virtual machine.

Berzano et al. [10] have created the cloud infrastructure to
support A Large Ion Collider Experiment (ALICE) HEP exper-
iment. The research article not only explains about virtual ma-
chine and container technology, but also shares the experience
to manage. The author specified that the average launching
time of docker container is much lesser than launching time
of virtual machine. The HEP workload is tested on virtual
machine and container by Roy Gareth et al. [11]. The author
mentioned that container’s execution overhead is around 2%
while virtual machine’s overhead is around 10 to 20%.

Our research is focused to understand the performance
penalties and energy consumption for scientific workflow to
adopt cloud computing technology. This research will also
help not only to determine the virtual machine’s configura-
tion, but also to understand the energy consumption and the
virtualization overhead for the scientific workflow.

IV. BACKGROUND

This section gives background knowledge to understand the
testing environment details. In this experiment, we have used
HTCondor, OpenStack and Docker.

HTCondor is an open source high throughput computing
framework, which is developed by University of Wisconsin-
Madison[12]. It is batch processing software for scientific
workflow. It has master-slave architecture where master is
responsible to manage the incoming non-interactive jobs and
slaves are used to execute these jobs. This framework allows
user to submit the job on each core of slave. Therefore, if slave
has 16 cores then user can submit 16 jobs simultaneously. This
feature increases the throughput of the slave. HTCondor also
has waiting job pool, where job resides until they get executed.
In our experiment, each virtual machine and container works
as a slave of a master.

OpenStack is an open source cloud computing framework
to create and manage the cloud infrastructure[13]. OpenStack
consists of controller and compute node. OpenStack con-
troller node has responsibility to run identity, image, database,
dashboard, message broker, management part of compute and
network services. In case of compute node, it runs virtual ma-
chine (VM) on hypervisor like KVM. It also runs networking
agent for layer 2. In this experiment, we have used two node
architecture of OpenStack framework to create and manage
the virtual machines.

Docker is also an open source project to create virtual
infrastructure i.e. container, based on operating system (OS)-
level virtualization [14]. This technology is based on names-
paces, which provides isolation of resources. These containers
share the physical host’s Linux Kernel and libraries. This is
lightweight layered approach of virtualization.

V. IMPLEMENTATION

This section not only describes the environmental setup to
test the scientific workflow, but also elaborates more about test
cases and their results.

A. Setup

The environmental setup consists of physical host with 8
core processor and 4 GB of RAM. OpenStack, Docker and HT-
Condor setup is installed on physical host. Scientific jobs are
used to test the performance of OpenStack’s virtual machine
and Docker’s container. To measure the energy consumption
while executing scientific workflow, wattmeter is used. This
physical machine is connected with 1 Gbps network.

We have used CentOS 7 as an operating system for image
file with the installation of HTCondor framework for new
virtual machine and container. This newly created virtual
machine slave will seamlessly join the HTCondor master to
execute jobs. Table I shows the setup configuration where each
physical host has one or more virtual machines. Config. 1 of
shows that one physical host has only one virtual machine with
the specification of 8 vCPU and 4096 MB RAM. In Config.
4, one physical machine has 8 virtual machines, and each
virtual machine’s configuration consists of 1 vCPU and 512
MB of RAM. These virtual machines will execute the scientific
workflow through HTCondor. In case of Docker, container will
also serve as a HTCondor slave node.

TABLE I
OPENSTACK SETUP CONFIGURATION

Config. Physical No. of Each VM’s Specification
Host Virtual Machines vCPU RAM (MB)

1 1 1 8 4096

2 1 2 4 2048

3 1 4 2 1024

4 1 8 1 512

B. Results

1) Scientific Workflow w.r.t. Execution and Energy: In order
to calculate the results, we have categorized the scientific
workflow into CPU, memory and I/O intensive jobs. CPU
intensive job consists of matrix multiplication of continuously
changing values of two matrices. This job is executed on each
core of the virtual machine to increase the throughput. In case
of Config. 1, we launched 8 CPU intensive jobs on a single
virtual machine and monitored execution time of each job. We
tested execution time on different configured virtual machines.
Fig. 1 shows the average execution time of CPU intensive jobs
on virtual machines. By analyzing Fig. 1, we can conclude
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Fig. 2. Energy Consumption

Fig. 1. Scientific Workflow Execution

that the CPU intensive job’s execution time is less on high
configured virtual machines.

I/O intensive job continuously writes the data into the disk.
After writing that data, again it reads data to verify. Therefore,
this job consists of many I/O operations. We have tested and
these jobs on different configured virtual machines. Fig. 1
shows the result. The result shows that, the performance is
better with high configured virtual machines. Fig. 3 shows
that, test jobs have used around 100% of computational power.
In case of memory intensive job, 91.3% memory is used to
execute this job. These jobs are based on local datasets.

The memory intensive job continuously adds the data into
a string. This job also runs on each core of the virtual
machine. Therefore, a virtual machine with 4 vCPU can run
four different jobs concurrently. Fig. 1 shows the average ex-
ecution time of the memory intensive jobs. A virtual machine
with low vCPU has higher execution time than high vCPU
configuration virtual machines. Therefore, we can conclude
that high vCPU virtual machine gives better performance for
scientific workflow.

Fig. 3. htop command observation

While testing these jobs, we have monitored the energy
consumption of the physical host with the help of wattmeter.

Fig. 2 shows the results. Bare-metal i.e. physical host con-
sumes less energy while execution of the scientific workflow.
However, energy consumption increases while executing same
set of jobs on virtual machines. Fig. 2 also shows the energy
consumption of physical host with different configuration of
virtual machines. Low vCPU configured virtual machine leads
not only to high consumption of energy, but also to increase
execution time of the scientific workflow.

2) Comparison between OpenStack and Docker: Virtual
machine refers to full and para virtualization technology and
containers to operating system level virtualization. When com-
paring virtual machine with container, we have taken Open-
Stack and Docker framework to test the scientific workflow.
In this test case, we have changed the memory intensive job
to consume more memory for long period of time. Therefore,
it increases the execution time. In this case, we have tested
physical host with OpenStack virtual machine and Docker’s
container with 8 vCPU and 4 GB of RAM. Fig. 4 shows the
results. Due to loosely coupled nature of CPU and memory in
Docker, CPU and memory intensive jobs are executed faster
than virtual machine. However, OpenStack virtual machine
gives faster results for I/O intensive jobs than Docker con-
tainer.

Fig. 4. Execution Comparison with Docker

In terms of percentage, Table II shows the virtualization
overhead with respect to physical host. These results are
considerable in terms of scientific workflow. If we consider
some scientific memory intensive job, which takes 10 hours
to produce the results, then we can predict that around 17
hours will require to produce the same set of results by virtual
infrastructure. Therefore, it is very important to understand
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Fig. 5. Energy Consumption of OpenStack and Docker

TABLE II
PERCENTAGE OVERHEAD W.R.T. BARE-METAL

Intensive Jobs Virtual Infrastructure
Virtual Machine Container

CPU 39.71% 34.78%

Memory 69.05% 57.25%

I/O 43.05% 51.6%

pros and cons of the technology before adoption. Due to these
results, we can understand the virtualization overhead with
respect to scientific workflow.

TABLE III
IDLE MACHINE POWER CONSUMPTION

Parameter Each VM’s Specification
Min. Watts Max. Watts

Idle Physical Machine 85.3 89.2

Idle Container 86.4 92.6

Idle Virtual Machine 94.7 102.9

While execution these scientific workflow on OpenStack’s
virtual machine and Docker’s container, we have monitored
the energy consumption through wattmeter after every 10
seconds. Fig. 5 shows the results. These graphs show that
Docker container consumes less energy than OpenStack virtual
machine while executing CPU, memory and I/O intensives
jobs.

In the data center, there is high possibility of running
idle virtual resources. While considering this point, we have
measured the power consumption of idle virtual machine and
container. Table III shows the results. The results show that
keeping idle virtual machine is more expensive in terms of
power consumption than keeping idle container. Idle container
consumes around same power with respect to physical ma-
chine.

While working with OpenStack and Docker, we understand
the pros and cons of each technology. OpenStack gives more
flexibility to manage the resources. For example, Windows
virtual machine can also run on Linux physical machine.
Migration of virtual machine from one physical machine to
another can work without any limitation of operating system
or operating system kernel. In case of Docker, it is light

weight virtualization technology. Therefore, it takes less time
not only to create the container, but also to execute CPU
and memory intensive job. Energy consumption of container
is also low with respect to virtual machine. However, it has
limitation of operating system and operating system kernel.
This limitation works for migration too. It means that the user
can launch Linux container on Linux physical machine only,
due to sharing of physical machine’s operating system kernel.
Therefore, OpenStack gives more flexibility to manage the
hybrid infrastructure which contains many operating system
with different setup environment.

VI. CONCLUSION

Cloud computing enables more challenges in the manage-
ment of data center with the provision of flexibility. Vir-
tualization, which is a backbone of cloud computing, has
performance overhead. In order to adopt cloud computing
for scientific experiments, researchers need to understand
the performance differences between physical machine and
virtual infrastructure. Our motivation behind this research is to
identify which of the configuration virtual machine is suitable
for the CPU, memory and I/O intensive jobs. In this case study,
we have analyzed the performance of CPU, memory and I/O
intensive jobs on different configuration of virtual machines.

Our results reveal that high configured virtual machine
is more suitable for scientific workflow. In terms of energy
consumption, low vCPU configured virtual machine consumes
more energy than high vCPU configured virtual machine.
About comparison between OpenStack virtual machine and
Docker container, container outperforms for CPU and memory
intensive jobs. Moreover, Docker container consumes less
power while executing scientific workflow. But for I/O inten-
sive jobs, virtual machine gives faster result than container.
Results also showed that running idle virtual machine is
more expensive in terms of power consumption than running
idle container. Therefore, these results will help scientific
community to understand the impact of cloud computing on
scientific workflow.
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